
Robustness of FS-ALOHAB. Van Houdt and C. Blondia1Abstra
t: This paper evaluates the robustness of FS-ALOHA, a randoma

ess algorithm used to reserve uplink|that is, from the end user to thenetwork|bandwidth in 
entralized wireless a

ess networks. The perfor-man
e of FS-ALOHA when subje
t to Poisson arrivals and operating onan error free 
hannel was evaluated in [3℄ by means of a Quasi-Birth-Death(QBD) Markov 
hain. In this paper we relax these assumptions and studydis
rete time bat
h Markovian arrivals on a 
hannel with memoryless errorsby means of a Markov 
hain of the GI/M/1 type. It is 
on
luded that FS-ALOHA performs well under 
orrelated and bursty arrivals and memorylesserrors. However, error rates above 1=5T , where T is a proto
ol parameter,
an seriously in
rease the delays su�ered on the 
ontention 
hannel and mighteven make the system unstable. Finally, it is 
on
luded that implementingmultiple instan
es of FS-ALOHA 
an signi�
antly improve the delays andthe robustness of the algorithm.1 Introdu
tionThere are, roughly speaking, two ways to transmit information on a 
ommu-ni
ation 
hannel that is shared among multiple users. Either, the proto
olfollowed by the users avoids that two or more users transmit informationat the same time, or it allows for simultaneous transmissions to o

ur. Inthe �rst 
ase we refer to the 
hannel as a 
ontention free 
hannel, in thelatter 
ase, the 
hannel is referred to as a 
ontention 
hannel. Simultaneoustransmissions are 
ommonly known as 
ollisions (between information) andany information that 
ollides is 
onsidered lost, that is, the re
eiver is unableto retrieve the original information. Although 
ollisions always result in theloss of information, there are many situations in whi
h it is bene�
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a proto
ol that allows for 
ollisions to o

ur, e.g., when the number of usersis large and ea
h user uses the 
hannel on a sporadi
 basis.A proto
ol that operates on a 
ontention 
hannel is 
alled a random a

essalgorithm (RAA) or a random a

ess proto
ol. The fun
tionality of a RAAis often subdivided as follows:� Controlling the transmission of new informantion. This task is referredto as the 
hannel a

ess proto
ol (CAP).� Managing retransmission after a 
ollision o

ured. A task that is re-ferred to as the 
ontention resolution algorithm (CRA).Thus, a RAA is a 
ombination of a CAP and a CRA. One way to 
lassifyRAAs is to subdivide them based on their CAP. In this 
ase, there are twomain 
ategories: RAAs with free and RAAs with blo
ked a

ess, meaningthat either users that generate a new information pa
ket transmit this in-formation immediately, or they are blo
ked until a 
ertain event o

urs. Asub
lass of the RAAs with blo
ked a

ess are the RAAs with grouped a

ess.In this parti
ular 
ase, new arrivals are grouped based on their arrival timeand pa
kets belonging to a 
ertain group are not allowed to make a �rsttransmission attempt until all the pa
kets belonging to the previous groupshave been transmitted su

essfully. A pa
ket is su

essfully transmitted if itdid not 
ollide with another pa
ket.FS-ALOHA is a RAA that 
an be regarded as a RAA with groupeda

ess be
ause the requests|we refer to information pa
kets transmitted onthe 
ontention 
hannel as requests|are grouped in Transmission Sets (TSs)so that just one TS attempts transmission at a time (i.e., a subset of allpending requests). Also, the requests belonging to a 
ertain TS use a CRA,in the 
ase of FS-ALOHA one uses slotted ALOHA2, to gain a

ess to themedium. Hen
e, FS-ALOHA 
ombines the simpli
ity of slotted ALOHA withthe eÆ
ien
y obtained by grouping the requests that arrive at the mobilestations (MSs). Although FS-ALOHA was designed to reserve bandwidth in
entralized wireless a

ess networks, it 
an be used for the same purpose inhybrid �ber 
oaxial 
able (HFC) networks as an alternative for the binaryexponential ba
ko� (BEB) algorithm.A Quasi-Birth-Death (QBD) Markov 
hain that allowed the performan
eevaluation of FS-ALOHA on an error free 
hannel subje
t to Poisson ar-rivals was developed in [3℄. This study indi
ated that FS-ALOHA is 
apableof guaranteeing low delay bounds and high throughput rates. Moreover,FS-ALOHA was shown to outperform ALOHA both in terms of delay and2The slotted ALOHA algorithm is des
ribed in the next Se
tion.



throughput. In this paper we address the robustness of FS-ALOHA anddevelop a Markov 
hain of the GI/M/1 type that allows us to evaluate FS-ALOHA on a 
hannel with memoryless errors and D-BMAP arrivals. Thus,we 
an see how bursty and 
orrelated arrivals, as well as errors, in
uen
e theperforman
e of the algorithm. We also investigate whether some of the en-gineering rules, obtained from the study in [3℄, still apply in su
h errorpronesystems with bursty and 
orrelated arrivals.Although FS-ALOHA is not believed to be as powerful as a RAA withgrouped a

ess that uses a tree algorithm [1℄|also known as a splittingalgorithm or an algorithm of the CTM type|as its CRA, it presents anattra
tive tradeo� between simpli
ity, that is, the ease to implement thealgorithm, and its performan
e. The fa
t that simpli
ity is indeed a majorplayer in the standardization of any Medium A

ess Control (MAC) layer wasdemonstrated on
e more during the development of the DOCSIS standardfor HFC networks. Finally, it should be noted that, from an informationtheoreti
al point of view, FS-ALOHA is a full-sensing algorithm3; hen
e, itbelongs to the same 
lass of algorithms as the RAA with grouped a

ess thatuses a tree algorithm as its CRA.The remainder of this paper is stru
tured as follows. FS-ALOHA is de-s
ribed in Se
tion 2. An informal outline of the model is given in Se
tion 3.Se
tion 4 and 5 present the analyti
al models used to evaluate FS-ALOHA.Numeri
al results 
an be found in Se
tion 6 and 
on
lusions are drawn inSe
tion 7.2 FS-ALOHA Algorithm: a ReviewIn this se
tion the operation of FS-ALOHA, and the environment in whi
h itoperates, are des
ribed in some detail, additional 
omments and dis
ussions
an be found in [3℄. Consider a 
ellular network with a 
entralized ar
hite
-ture, i.e., the area 
overed by the wireless a

ess network is subdivided intoa set of geographi
ally distin
t 
ells ea
h with a diameter of approximately100m. Ea
h 
ell 
ontains a base station (BS) serving a �nite set of mobilestations (MSs). This BS is 
onne
ted to a router, whi
h supports mobil-ity, realizing seamless a

ess to the wired network. Two logi
ally distin
t
ommuni
ation 
hannels (uplink and downlink) are used to support the in-formation ex
hange between the BS and the MSs. Pa
kets arriving at theBS are broad
asted downlink, while upstream pa
kets must share the radio3This means that a user requires feedba
k, that is, an indi
ation that a pa
ket 
ollidedor not, from the 
hannel for ea
h pa
ket transmission attempt made on the 
hannel andnot merely for its own pa
ket transmission attempts.



medium using a MAC proto
ol. The BS 
ontrols the a

ess to the sharedradio 
hannel (uplink). A di�erent frequen
y band is used for the uplink anddownlink traÆ
 (that is, the a

ess te
hnique is Frequen
y Division Duplex(FDD)).TraÆ
 on both the uplink and downlink 
hannel is grouped into �xedlength frames, with a length of L time slots, to redu
e the battery 
onsump-tion4 [11℄. The uplink and downlink frames are syn
hronized in time, i.e.,the header of a downlink frame is immediately followed by the start of anuplink frame (after a negligible round trip time that is 
aptured within theguard times5, see Figure 1). Ea
h uplink frame 
onsists of a �xed length
Downlink

Uplink

t

t

Frame Header Frame Header

Contention Period Contentionless Period

S slots N slotsFigure 1: Frame Stru
ture
ontentionless and a �xed length 
ontention period, where the length of the
ontentionless period, in general, dominates that of the 
ontention period.An MS is allowed to transmit in the 
ontentionless period after re
eiving apermit from the BS. The BS distributes these permits among the MSs basedon the requests it re
eives from the MSs and the existing QoS agreementsbetween the end users and the network. These requests are used by MSsto de
lare their 
urrent bandwidth needs to the BS, e.g., by indi
ating how4The frame stru
ture enables the BS to inform the MSs, at the start of the frame,about the destination addresses of the downlink pa
kets within the frame. As a result, anMS 
an swit
h to the sleep mode for the remaining frame time, unless there is a pa
ketdestined for this MS.5A guard time is a small time interval at the end of ea
h time slot during whi
h theMSs and the BS do not transmit information. Guard times are ne
essary to avoid that a
ollision 
an o

ur between a pa
ket that is transmitted in time slot t and t+1. Indeed, anyinformation transmitted, i.e., broad
asted, by an MS (or the BS) needs a small fra
tion oftime to rea
h the other MSs, therefore, the guard time has to be larger than the maximumtime required by an ele
tromagneti
 wave to travel from an arbitrary MS to any otherMS. Given the small size of the 
ells (approximately 100m), we get a small guard time.



many pa
kets they have ready for transmission. Requests are transmittedusing the 
ontention 
hannel, unless the MS 
an piggyba
k it to a data pa
ketfor whi
h a permit was already obtained, thereby redu
ing the load on the
ontention 
hannel.A request is generally mu
h smaller than a data pa
ket; therefore, slotspart of the 
ontention period 
an be subdivided into k minislots (realisti
values for k in a wireless medium are 1 to 3, in a wired medium higher valuesfor k are possible). Ea
h downlink frame starts with a frame header in whi
h,among other things, the required feedba
k on the 
ontention period of theprevious uplink frame is given. This informs the MSs parti
ipating in the
ontention period whether there was a 
ollision or whether the request wassu

essfully re
eived.FS-ALOHA operates on the slots that are part of the �xed length 
on-tention period. De�ne T as the number of minislots part of the 
ontentionperiod of a frame. From hereon we refer to minislots as slots. In slottedALOHA systems, an MS with a pending request will randomly 
hoose oneout of the T slots to send its request in the hope that no other MS witha pending request will 
hoose the same slot. If an MS is unsu

essful, i.e.,another MS also de
ided to transmit in this parti
ular slot, it will retransmitthe request in one of the T slots in the next frame. It is important to notethat with slotted ALOHA, new requests join the 
ompetition immediatelyafter being generated; hen
e, they are not blo
ked. FS-ALOHA on the 
on-trary, divides the T slots of the 
ontention period into two disjoint sets of Sand N slots su
h that T = S+N . The operation of FS-ALOHA is as follows:� Newly arrived requests are transmitted, for the �rst time, by randomly
hoosing one out of the S slots; this is the �rst set of S slots after the re-quest was generated. If some of these transmissions were unsu

essful,be
ause multiple MSs transmitted in the same slot, the unsu

essful re-quests are grouped into a Transmission Set (TS), whi
h joins the ba
kof the queue of TSs waiting to be served.� The other N slots are used to serve the queue of ba
klogged TSs ona FIFO basis. A TS is served using slotted ALOHA, that is, all therequests part of the TS sele
t one out of the N slots and transmit inthis slot. The requests that were transmitted su

essfully leave the TS,the others retransmit in the N slots of the next frame using the samepro
edure. The servi
e of a TS lasts until all the requests part of theTS have been su

essfully transmitted, in whi
h 
ase the servi
e of thenext TS, if there is another TS in the queue, starts servi
e in the Nslots of the next frame.



Hen
e, two parameters play an important role in FS-ALOHA:� The number of S � 1 slots in a frame. These slots are used to transmitnewly arrived requests; S determines the TS generation rate.� The number of N � 2 slots in a frame. These slots are allo
ated to theservi
e of the ba
klogged TSs in the distributed queue.Noti
e, two requests that were generated in di�erent frames 
an never be partof the same TS. Thus, it is said that the grouping of requests in TransmissionSets is based on a time period 
orresponding to the frame length. Therefore,FS-ALOHA 
an be regarded as a RAA with grouped a

ess that uses SlottedALOHA as its CRA, that is, the algorithm used to resolve the TSs is SlottedALOHA. More details and extensions of FS-ALOHA 
an be found in [3, 2℄.3 An Informal Outline of the ModelBefore we pro
eed with a detailed des
ription of the model, it might be usefulto outline how to translate the operation of FS-ALOHA to a queueing system.We wish to evaluate the performan
e of FS-ALOHA under 
orrelated andbursty arrivals, therefore, we assume that new requests generated by theMSs arrive a

ording to a D-BMAP arrival pro
ess. The time unit of theD-BMAP is 
hosen to be one frame. Thus, provided that the D-BMAPis 
hara
terized by the matri
es D0; D1; : : :, there is a probability (Di)j1;j2that i new request, ea
h originating from a di�erent MS, are generated ina frame, provided that the D-BMAP is in state j1, resp. j2, at the start,resp. end, of the frame. A �rst transmission attempt for ea
h of these i newrequests will take pla
e in the S slots of this frame (that is, ea
h of the i
orresponding MSs sele
ts one of the S slots and transmits its request in thisparti
ular slot). If all i are su

essful, meaning that ea
h of the i requestswas transmitted in a di�erent slot, we state that there is no 
ustomer arrival(that is, no TS is being formed). Otherwise, the unsu

essful requests aregrouped to form a TS and this transmission set is 
onsidered a 
ustomer ofour queue. The number of requests part of a TS varies (ea
h TS holds atleast two requests); hen
e, we state that a 
ustomer is of type k if there arek � 1 requests part of the TS. As a result, the input pro
ess of our queue
an be regarded as a dis
rete time MMAP[K℄ arrival pro
ess that generateseither zero or one 
ustomer during a time instan
e (the value of K is equalto maximum number of requests qm that 
an be generated in a single frameminus one).



The servi
e time of a 
ustomer of type k equals the number of frames re-quired to su

essfully transmit ea
h of the k�1 requests part of the TS. Dur-ing ea
h frame, ea
h of the requests that remain in the TS will be transmittedin one of the N slots. Those requests that were su

essfully transmitted|re
all that a request is su

essfully transmitted if it is the only request tosele
t a parti
ular slot|leave the TS. The unsu

essful requests remain inthe TS. Thus, the progress of a servi
e of a 
ustomer, i.e., TS, 
an be rep-resented at the start of ea
h frame by the number of requests that remainwithin the TS. Hen
e, the servi
e time distribution of a type k 
ustomer
an be represented as a dis
rete time phase type distribution, with matrixrepresentation (mk; Tk; �k), where the phase represents the number of re-quests left in the TS. As a result, the queue holding the TSs is nothing buta MMAP[K℄/PH[K℄/1 queue. We 
ould generalize the idea introdu
ed inthis paper to obtain a pro
edure that 
al
ulates the delay distribution of atype k 
ustomer in an arbitrary MMAP[K℄/PH[K℄/1 queue [9℄ and apply thisgeneral approa
h to this parti
ular queue. However, in this 
ase we are notinterested in the delay distribution of a type k 
ustomer, but in the delayof a request. Moreover, the servi
e time distributions of all the 
ustomersare very similar. Indeed, we 
ould de�ne a matrix T su
h that the servi
etime distribution of a type k 
ustomer is identi
al to the phase type distri-bution represented by (m; T; �k). The integer m and the matrix T are equalto mmax and Tmax, where (mmax; Tmax; �max) was the representation of theservi
e time distribution related to a TS with qm requests. The entries of theve
tor �k are identi
al to zero, ex
ept for the k-th entry whi
h equals one.4 Performan
e Evaluation of FS-ALOHA onan Error Free Channel4.1 Analyti
al ModelIn this se
tion an exa
t analyti
al model is developed, allowing the 
ompu-tation of the delay density fun
tion asso
iated to the request pa
kets underthe following 
onditions:� We assume a D-BMAP request arrival pro
ess with a mean rate of �arrivals per frame.� The number of slots T for 
ontention is �xed and within these T slots,S > 0 are used by the new arrivals and N > 1 are used for the servi
eof the Transmission Sets in the queue.



� If there are no Transmission Sets in the queue nor in servi
e, the totalT = S +N slots is used by new arrivals.� The Bit Error Rate (BER) is assumed to be zero, this assumption isrelaxed further on.These assumptions are identi
al to [3℄, ex
ept that we assume D-BMAP ar-rivals instead of Poisson arrivals. In the next se
tion we will also relax theassumption on the BER. For Poisson arrivals one obtains a QBD Markov
hain by observing the 
ouple (q̂; Q̂) at the start of ea
h frame, where q̂ rep-resents the number of requests in the TS that is 
urrently in servi
e (providedthat a TS is in servi
e) and Q̂ is the number of TSs waiting in the distributedFIFO queue6. If we 
onsider the same sto
hasti
 pro
ess for D-BMAP ar-rivals and add the 
urrent state of the D-BMAP, say ĵ, we no longer have aMarkov 
hain. Therefore, a di�erent approa
h is required; the basi
 idea isto remember the \age" of the TS 
urrently in servi
e instead of the numberof TSs waiting in the TS queue7. The state of the system is modeled by thetriple (q; j; Q), where� q � 2 denotes the number of requests in the Transmission Set that is
urrently in servi
e (if there is a Transmission Set in servi
e).� j denotes the state of the D-BMAP asso
iated with the frame thatfollows the frame in whi
h the Transmission Set 
urrently in servi
ewas generated (if there is a Transmission Set in servi
e, otherwise it isthe state of the D-BMAP asso
iated with the 
urrent frame).� Q indi
ates how many frames ago the Transmission 
urrently in servi
eSet was 
reated (Q = 0 if there is no Transmission Set in servi
e).For instan
e, (q; j; Q) = (4; j; 3) indi
ates that 4 requests will attempt atransmission in the N slots of the 
urrent frame, say frame n. Ea
h of these6Level 0 
onsists of one state that 
orresponds to the 
ase where there are no TSswaiting in the queue and there is no TS in servi
e, level i > 0 
onsists of multiple statesthat 
orrespond to the 
ase where there are i� 1 TSs waiting in the queue and a TS is inservi
e (the j-th state of level i indi
ates that there are j + 1 requests left in the TS).7This tri
k 
an also be used to obtain the waiting time distribution for ea
h 
lass of
ustomers in a dis
rete time FCFS MMAP[K℄/PH[K℄/1 queue provided that the MMAP[K℄arrival pro
ess has DJ = 0 for all strings J with a length jJ j > 1 (i.e., the 
ustomers arriveone at a time). In this 
ase one remembers: the age of the 
ustomer 
urrently in servi
e,its 
lass type, the state of its servi
e and the state of the MMAP[K℄ input pro
ess. Be
ausethe age 
an only in
rease by one at a time we obtain a GI/M/1 Type Markov 
hain byobserving the system at ea
h time slot. Moreover, in [9℄, we have generalized this te
hniqueto MMAP[K℄ arrival pro
esses with bat
h arrivals.



4 stations has had at least 1, in frame n � 3, and at most 3 unsu

essfulattempts in the previous 3 frames (depending on the servi
e 
ompletion timeof the previous TS) and the state j of the D-BMAP determines the numberof requests that make use of the S slots in frame n � 2. If, for example, 2of the 4 request are transmitted su

essfully (within the N slots of frame n),the new state, asso
iated with frame n + 1, would be (2; j; 4).Noti
e that this model 
an be used for Poisson arrivals as well. More-over, although the model in [3℄ uses a QBD Markov 
hain, the 
al
ulationsrequired to obtain the delay distribution from the steady state probabilitiesare 
umbersome. Whereas with this model, that uses a GI/M/1 type Markov
hain, one obtains the delay distribution from the steady state probabilitiesby means of a simple formula (see Se
tion 4.5).4.2 Transition MatrixThe transitions in the system take pla
e at the start of ea
h frame. Themaximum value of q, say qm, 
orresponds to the highest possible i for whi
hDi 
ontains entries that di�er from zero, where Di are the l � l matri
esthat 
hara
terize the input D-BMAP traÆ
. For D-BMAPs that do notposses su
h an index i or for D-BMAPs for whi
h this index i is very large,we 
hoose qm su
h that the sum of the entries of the matri
es Di; i > qm isnegligible. Therefore, the impa
t on the a

ura
y of the results is minimized.The range of j is equal to fj j 1 � j � lg. During a state transition, Q 
annever in
rease by more than one.Therefore, the system 
an be des
ribed by a transition matrix P with thefollowing stru
ture:
P = 2666664 B1 B0 0 0 0 : : :B2 A1 A0 0 0 : : :B3 A2 A1 A0 0 : : :B4 A3 A2 A1 A0 : : :... ... ... . . . . . . . . .

3777775 ; (1)
where Ai are l(qm � 1) � l(qm � 1) matri
es, Bi; i > 1; are l(qm � 1) � lmatri
es, B1 is an l � l matrix and B0 is an l � l(qm � 1) matrix.The matri
es B0 and B1 des
ribe the system when the 
urrent frameis not serving a Transmission Set (Q = 0). This implies that the total ofT = S +N slots is used for new arrivals. B0 des
ribes the transitions whena Transmission Set is generated within these T slots, whereas B1 des
ribesthe situation in whi
h no Transmission Set is generated.



The matri
es Ai and Bi; i > 1; hold the transition probabilities providedthat a Transmission Set t is in servi
e in the 
urrent frame. A0 
overs the
ase in whi
h the servi
e of the 
urrent Transmission Set t is not 
ompletedwithin the 
urrent frame. The transition probabilities held by the matri
esAi; i > 0; 
orrespond to the following situation: the servi
e of the 
urrentTransmission Set t is 
ompleted within the 
urrent frame, say frame n, andthe �rst i � 1 frames following frame n � Q, i.e., the frame in whi
h theTransmission Set t was generated, do not generate a new Transmission Set,whereas frame n� Q + i (� n) does generate a new Transmission Set. Thematri
es Bi; i > 1 on the other hand 
orrespond to 
ase where the servi
e ofthe 
urrent Transmission set t is 
ompleted within the 
urrent frame, framen, and the �rst i� 1 (= Q) frames following frame n�Q do not generate anew Transmission Set (as a result the total of T = S + N slots is used fornew arrivals in frame n+ 1).4.3 Cal
ulating the Transition ProbabilitiesIn this subse
tion we indi
ate how to 
al
ulate the matri
es Ai and Bi de-s
ribed above. De�ne px(q; q0), for q � q0, as the probability that in a setof q requests, q � q0 request are su

essful when a set of x slots is used totransmit the q request pa
kets8. We are parti
ularly interested in pS(q; q0),pN (q; q0) and pS+N(q; q0). Von Mises [12℄ has shown, in 1939, thatpx(q; q0) = min(q;x)Xv=q�q0 (�1)v+q�q0Cvq�q0Cxv q!(q � v)! (x� v)q�vxq ; (2)where Crs denotes the number of di�erent ways to 
hoose s from r di�erentitems. Equation 2 is numeri
ally stable for the parameter ranges of inter-est (x � 20). It is also possible to 
al
ulate the px(q; q0) values re
usivelyusing the px�1(q; q0) values, thus, higher parameter values do not 
ause anyproblems.Next, denote PN as an qm � 1 � qm � 1 matrix whose (i; j)th elementequals pN (i+1; j +1). Let PN;0 be a qm� 1� 1 ve
tor whose ith 
omponentequals pN(i+1; 0). In order to des
ribe the matri
es Ai and Bi we also de�nethe matri
es FS, FS+N , EkS; 2 � k � qm, and EkS+N ; 2 � k � qm; as (these8This 
orresponds to the following 
ombinatorial problem: provided that we, randomly,distribute q balls among a set of x urns, what is that probability that we have exa
tlyq � q0 urns holding a single ball.



matri
es are l � l matri
es)FS = Xi�0 Di pS(i; 0) (3)FS+N = Xi�0 Di pS+N(i; 0) (4)EkS = Xi�k Di pS(i; k); (5)EkS+N = Xi�k Di pS+N(i; k); (6)where the D-BMAP arrival pro
ess is 
hara
terized by the matri
es Di. No-ti
e that (EkS)j;j0 represents the probability that a new TS with k requests isgenerated in a frame where S slots are used for the new arrivals, thus, an-other TS is 
urrently in servi
e in the remaining N slots, and the D-BMAPgoverning the new arrivals makes a transition from state j to j 0. FS on theother hand holds the probabilities that no new TS is generated in a framewhere S slots are used for new arrivals. Similar interpretations exist for thematri
es FS+N and EkS+N . The transition probability matri
es Ai and Bi arethen found as follows:A0 = PN 
 Il; (7)Ai = PN;0 
 �(FS)i�1 �E2S E3S : : : EqmS �� ; (8)B0 = �E2S+N E3S+N : : : EqmS+N� ; (9)B1 = FS+N ; (10)Bi = PN;0 
 (FS)i�1; (11)where 
 denotes the Krone
ker produ
t between matri
es and Il the l � lunity matrix. Noti
e that the matri
es Ai and Bi de
rease to zero a

ordingto (FS)i. Looking at the probabilisti
 interpretation of FS, it should be 
learthat, in general, the smaller the arrival rate � the slower Ai and Bi de
reaseto zero. Therefore, the model is not suited for very small arrival rates �(be
ause this would imply that thousands of Ai and Bi matri
es are neededto perform the 
al
ulations).4.4 Cal
ulating the Steady State ProbabilitiesDe�ne �ni (q; j); i > 0; resp. �n0 (j), as the probability that the system is instate (q; j; i), resp. (j; 0), at time n, i.e., at the start of frame n. Let�0(j) = limn!1�n0 (j); (12)�i(q; j) = limn!1�ni (q; j): (13)



De�ne the 1� l ve
tor �0 = (�0(1); : : : ; �0(l)) and the 1� l(qm � 1) ve
tors�i = (�i(2; 1); : : : ; �i(2; l); �i(3; 1); : : : ; �i(3; l);�i(4; 1); : : : ; �i(qm; l)), i > 0.From the transition matrix P (Equation 1) we see that the Markov 
hain isa generalized Markov 
hain of the GI=M=1 Type [6℄. From su
h a positivere
urrent Markov 
hain, we have �i = �i�1R; i > 1; where R is an l(qm�1)�l(qm � 1) matrix that is the smallest nonnegative solution to the followingequation:R =Xi�0 RiAi: (14)This equation is solved by means of an iterative s
heme [6℄. In order toobtain �0 and �1 we solve the following equation(�0; �1) = (�0; �1) � B1 B0Pi�2Ri�2Bi Pi�1Ri�1Ai � : (15)The ve
tor (�0; �1) is normalized as �0el + �1(I � R)�1el(qm�1) = 1, where Iis the unity matrix of size l(qm� 1) and ei is an i� 1 ve
tor �lled with ones.Theorem 1.5.1 in [6℄ states that the Markov 
hain with transition matrix Pis positive re
urrent if and only if the spe
tral radius sp(R) of the matrix R,where R is the minimal nonnegative solution to Equation 14, is smaller thanone and there exists a positive solution to Equation 15. It is not diÆ
ult tosee that A = Pi�0Ai is irredu
ible9, provided that the input D-BMAP isirredu
ible, therefore a simple 
ondition exists to 
he
k whether sp(R) < 1[6, 7℄. We 
ould also 
he
k the positive re
urren
e by noti
ing that FS-ALOHA, when subje
t to D-BMAP arrivals, is equivalent to a dis
rete timeMMAP[K℄/PH[K℄/1 queue with a generalized initial 
ondition, where theMMAP[K℄ stands for a Markov 
hain with marked arrivals [5℄. The stabilityof su
h queues has been studied by He [4, Theorem 7.1℄.4.5 Cal
ulating the Delay Density Fun
tionLet D be the random variable that denotes the delay su�ered by a requestpa
ket. We state that D = 0 if a request pa
ket is su

essful during its �rstattempt. D = i if a request pa
ket is su

essful in frame n+ i provided that9After removing the possible (obvious) transient states of level Q > 0. Indeed, thestates (q; j;Q), for Q > 0, are transient if the j-th entry of the ve
tor �Pi�q Di equalszero, where � is the sto
hasti
 stationary ve
tor ofPi�0Di. It is not ne
essary to removetheir 
orresponding rows and 
olumns when 
al
ulating the steady state probabilities,be
ause the algorithm outlined in Se
tion 4.4 will automati
ally assign a probability zeroto these states.



the �rst attempt took pla
e in frame n. Using the steady state probabilitieswe easily �ndP [D = i℄ = qmXq=2 (1� 1=N)q�1q� lXj=1 �i(q; j); (16)for i > 0, with � the arrival rate of the D-BMAP, i.e., the mean numberof newly arriving request pa
kets per frame. While P [D = 0℄ is found as1�Pi>0 P [D = i℄.5 Performan
e Evaluation of FS-ALOHA ona Channel with Memoryless ErrorsIn this se
tion we relax the assumption on the BER made in the previousse
tion, and allow for memoryless errors to o

ur. From a pra
ti
al point ofview, Markovian errors would probably be more appropriate, but there seemsto be no apparent way to in
orporate su
h errors in the 
urrent model, even ifwe were to restri
t ourselves to Poisson arrivals. Perhaps a short explanationis appropriate. If we assume Markovian errors, the number of requests in aTS depends, among other things, upon the error state related to the frame inwhi
h the TS is 
reated. We de�ne the error state as the state of the Markov
hain governing the errors. This is similar to the model in the previousse
tion where the number of requests in a TS depended, in a similar way,on the state of the arrival pro
ess. However, with Markovian errors theresolution of a TS with k requests is in
uen
ed by the error state, whereasthis is not the 
ase for the state asso
iated to the arrival pro
ess. Thus, ifwe want to enri
h the previous model with Markovian errors we need to keeptra
k of the error state in the 
urrent frame, and of the error state related tothe frame in whi
h the TS 
urrently in servi
e was 
reated; therefore, in orderto obtain a Markov 
hain that observes the system at every frame time|a desirable property if we want to 
al
ulate the delay distribution with asimple formula from the steady state probabilities|we need to keep tra
k ofthe entire history of the error state between these two time instan
es. Thiswould 
learly result in an explosion of the state spa
e, unless the Markov
hain has only one state, that is, if the errors are memoryless. Therefore, werestri
t ourselves to memoryless errors and state that an error o

urs in aslot with a probability 0 � e � 1.Errors o

urring on the 
hannel in
uen
e the transmissions as follows. Ifa slot holds a 
ollision, that is, if two or more MSs transmit a request in thesame slot, then the BS, 
orre
tly, interprets this slot as a 
ollision, whether



or not an error o

urred in this slot. On the other hand, if a slot does nothold a 
ollision and an error does o

ur in the slot, the BS will, in
orre
tly,interpret the slot as holding a 
ollision. A slot that neither holds a 
ollisionor an error is 
orre
tly re
ognized by the BS. As a result, a single error inthe slots dedi
ated to the new arrivals is suÆ
ient to 
reate a new TS; hen
e,TSs with zero or one request exist, as opposed to the model in the previousse
tion. Also, the average number of frames required to resolve a TS withk requests in
reases due to the presen
e of errors. The servi
e of a TS endsif the N slots, assigned to the servi
e of TSs, do not hold an unsu

essfultransmission nor an error.It should be 
lear that the triple (q; j; Q) as de�ned in the previous se
tionis still a Markov 
hain of the GI/M/1 type. However, the entries and thesize, be
ause TSs with zero or one request exist, of the matri
es Ai and Bihave 
hanged. These matri
es will be denoted as ~Ai and ~Bi in order to avoidany 
onfusion with the matri
es of the previous se
tion (this is also done forother matri
es or ve
tors that appear in both se
tions).First, de�ne pEx (q; q0) as the probability that in a set of q requests, q � q0are su

essful when a set of x slots is used to transmit the q request pa
ketsand this provided that at least one error o

urs in these x slots. Be
ause theerrors are memoryless we havepEx (q; q0) = xXk=1 Cxk ek(1� e)x�k q0Xv=max(0;q0�k) px(q; v)Ckq0�vCx�kq�q0Cxq�v ; (17)where px(q; q0) was de�ned in Se
tion 4.3 and e represents the probabilitythat an arbitrary slot holds an error. Obviously, we are interested in pES (q; q0),pEN (q; q0) and pES+N(q; q0).Next, denote PEN as a qm+1� qm+1 matrix whose (i; j)th element equalspEN (i � 1; j � 1). ~PN is de�ned as a qm + 1 � qm + 1 matrix whose �rsttwo 
olumns are equal to zero and whose (i; j)th element, for j > 2, equals(1� e)NpN(i� 1; j� 1). The qm+1� 1 ve
tor ~PN;0 has its ith entry equal to(1�e)NpN(i�1; 0). Finally, the l� l matri
es ~FS, ~FS+N , ~EkS, for 0 � k � qm,and ~EkS+N , for 0 � k � qm, are de�ned as~FS = Xi�0 Di pS(i; 0) (1� e)S (18)~FS+N = Xi�0 Di pS+N(i; 0) (1� e)S+N ; (19)



~EkS = Xi�k Di �1fk>0g pS(i; k) (1� e)S + pES (i; k)� ; (20)~EkS+N = Xi�k Di �1fk>0g pS+N(i; k) (1� e)S+N + pES+N(i; k)� ; (21)where 1A = 1 if A is true and 0 otherwise. Noti
e that px(i; 1) = 0, therefore,it is suÆ
ient to write 1fk>0g instead of 1fk>1g. The matri
es ~Ekx hold theprobability that a new TS with k � 0 requests is generated in a framewhere x slots are used for the new arrivals. ~Fx on the other hand holdsthe probabilities that no new TS is generated. We are now in a position tospe
ify the matri
es ~Ai and ~Bi:~A0 = ( ~PN + PEN )
 Il; (22)~Ai = ~PN;0 
 �( ~FS)i�1 h ~E0S ~E1S : : : ~EqmS i� ; (23)~B0 = h ~E0S+N ~E1S+N : : : ~EqmS+Ni ; (24)~B1 = ~FS+N ; (25)~Bi = ~PN;0 
 ( ~FS)i�1; (26)where Il is the l�l unity matrix. The steady state probabilities, denoted as ~�i,are 
al
ulated in a similar manner as before. Finally, the delay distributionP [ ~D = i℄, for i > 0, is found asP [ ~D = i℄ = qmXq=0 (1� e)(1� 1=N)q�1q� lXj=1 ~�i(q; j): (27)P [ ~D = 0℄ is found as 1�Pi>0 P [ ~D = i℄.6 Numeri
al ResultsIn this se
tion we explore the in
uen
e of 
orrelation, burstiness, the numberof T = S + N slots and memoryless errors on the delay distribution of arequest pa
ket. A �rst, important, question that needs to be addressed is:What type of D-BMAP arrivals should be 
onsidered, that is, are of pra
ti
alrelevan
e ? Clearly, for any arrival rate � and medium a

ess proto
ol we
an �nd a D-BMAP that 
auses delays as high as we like.From Se
tion 2 we know that if the traÆ
 
ow generated by an MS isvery irregular, the MS is obliged to use the 
ontention 
hannel frequently.Therefore, depending on the 
hara
teristi
s of the traÆ
 
ow, we regard anMS as either being in a period where most the requests are piggyba
ked to



the data pa
kets transmitted in the 
ontention free period, or in a periodwhere the 
ontention 
hannel is used to transmit most of the requests. Asa result, we will identify M di�erent levels of a
tivity, where a higher levelindi
ates that more MSs are in a period where the 
ontention 
hannel isused frequently. We use M states to model these a
tivity levels and statethat the number of requests generated in a frame, by the arrival pro
ess, instate j is distributed binomially with parameters (jm; �), where m and � areparameters of the model. Hen
e, denoting (Die)j, for 1 � j �M , as the j-th
omponent of Di multiplied with e, an M � 1 ve
tor with all entries equal toone, results in(Die)j = Cjmi �n(1� �)jm�i: (28)Transitions between these M states, o

uring at the end of ea
h frame, takepla
e a

ording to the following M �M transitions matrix PM :PM = 2666664 1� �+ �+ 0 : : : 0�� 1� �+ � �� �+ : : : 00 �� 1� �+ � �� : : : 0... ... ... . . . ...0 0 0 : : : 1� ��
3777775 : (29)Therefore, (Di)j1;j2 equals (Die)j1(PM)j1;j2. Thus, the arrival pro
ess is 
har-a
terized by the following �ve parameters: M , m, �, �� and �+. In thisse
tion, the parameters M and m are �xed at 6 and 5, whereas the param-eter � is set su
h that de arrival rate � is 0:2T requests per frame; hen
e,the throughput on the 
ontention 
hannel is 20% (provided that the Markov
hain is positive re
urrent). An average input rate of 20%, on a 
ontention
hannel, is 
onsidered as realisti
 be
ause higher values would imply that thenumber of 
ontention slots T is underestimated by the network designer andthe network would have great diÆ
ulties in guaranteeing any QoS, whateverproto
ol is used on the 
ontention 
hannel. Noti
e, with M = 6 and m = 5,the mean arrival rate related to state j is 5j=�. Finally, it should be 
learthat this arrival pro
ess is an M -state D-BMAP.6.1 Poisson Arrivals vs. D-BMAP ArrivalsIn this se
tion we 
ompare the delay distribution of a request pa
ket forPoisson and D-BMAP arrivals. For now, the bit error rate (BER) is equalto zero; hen
e, we use the model presented in Se
tion 4. For the D-BMAParrivals we �x �+ = �� = 1=5, therefore, the mean sojourn time in a state
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(7,3)Figure 2: Delay distribution for T = 10, Left: Poisson arrivals (� = 2),Right: D-BMAP arrivals (M = 6, m = 5, �+ = �� = 1=5 and � su
h thatthe arrival rate � = 2).is 2.5 frames. The number of 
ontention slots T = S +N = 10, whereas thenumber of S and N slots varies and is represented in the �gures as (S;N).The results are presented in Figure 2.A �rst, obvious, observation in Figure 2 is that the delays are larger forD-BMAP arrivals. This follows from the fa
t that for Poisson arrivals themean arrival rate is always 2, whereas for the D-BMAP arrivals we haveperiods were the mean arrival rate is as low as 2=3:5 = 4=7, being when thearrival pro
ess is in state 1, and periods were the mean arrival rate is ashigh as 24=7, being when the arrival pro
ess is in state M = 6. A se
ondobservation is that the delay distribution de
ays exponentially10, ex
ept forN small. To some extent, this 
an be explained by means of Equation 16,that is, if we forget about the q in Equation 16 and approximate (1�1=N)q�1by one, we get an exponential de
ay. Finally, in [3℄, it was shown that, forPoisson arrivals, the best delays are obtained with S � N . Figure 2 seemsto 
on�rm the usefulness of this engineering rule, whi
h is also based onthe intuitive idea that S � N provides the best balan
e between the TSsgeneration rate, related to S, and the TSs servi
e times, related to N .6.2 The In
uen
e of the Number of Contention Slots(T)Apart from 
he
king whether the engineering rule 
on
erning the numberof S and N slots still applies, this se
tion addresses the issue whether itis worth implementing parallel instan
es of FS-ALOHA in the 
ontention10This is not exa
tly true, what we mean here is that this seems to be the 
ase if we
onsider the 1 to 10�10 region only.



period. With parallel instan
es we mean the following. Suppose that we haveT = T1T2 
ontention slots, with T1 � 3. Then, we 
ould use T2 instan
esof FS-ALOHA, that ea
h use T1 slots. New arrivals de
ide whi
h instan
ethey use based on their arrival time|that is, we partition the frame in T2subframes and any new arrival o

urring in the i-th subframe, uses the i-thinstan
e11. In this s
enario we have T2 distributed queues with TSs, insteadof one. Clearly, implementing multiple instan
es in
reases the 
omplexity ofthe algorithm, but perhaps the delay improvements outweigh the additionalimplementation e�ort.
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(11,4)Figure 3: Delay distribution for D-BMAP arrivals (M = 6, m = 5, �+ =�� = 1=5), Left: T = 5 and � su
h that � = 1, Right: T = 15 and � su
hthat � = 3.Figure 3 presents the results for T = S + N = 5 and T = 15 
ontentionslots12. The input pro
ess is the same as in the previous paragraph, ex
eptthat � is 
hosen su
h that � = 0:2T . For T = 5 the best results are foundfor N larger than S, whereas for T = 15 we get the best results for Sslightly larger than T . In 
on
lusion 
hoosing S � N seems like a usefulrule of thumb. As far as the parallel instan
es are 
on
erned, we 
an see by
omparing the results for T = 5 and 15 that the delays 
an be redu
ed bya fa
tor two using three instan
es with T = 5 instead of one with T = 15.Thus, if a network designer provisions a lot of 
ontention slots, we suggestto implement more than one instan
e of FS-ALOHA.11Instead of using their arrival time, a request 
ould also sele
t the instan
e randomly.Given that the arrivals o

ur uniformly in a frame, these two s
enarios are the same.12It should be noted that, provided that the arrivals o

ur uniformly in a frame, we 
anevaluate the performan
e of multiple instan
e by adapting the value of � appropriately.Indeed, it is easy to show thatPg�k Cmig �g(1��)mi�g T�k2 (1�T�12 )g�k = Cmik (�=T2)k(1��=T2)mi�k, where T2 denotes the number of instan
es used.



6.3 Correlation and BurstinessIn this se
tion we study the in
uen
e of the mean sojourn time on the delaydistribution. We start with �+ = �� = 1=2 and de
rease both graduallyuntil 1=50, in whi
h 
ase the mean sojourn time in a state is 25 frames. Theresults are in presented in Figure 4, the other parameters are the same asin Se
tion 6.1. From this �gure we 
an 
on
lude that the grouping strategyworks well in limiting the delay in
rease due to the augmented 
orrelationand burstiness.
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1/2 1/5 1/10 1/25 1/50

λ = 2Figure 4: Delay distribution for D-BMAP arrivals (M = 6, m = 5, � su
hthat � = 2), T = 10; S = N = 5.6.4 Errors on the ChannelIn this se
tion we investigate the in
uen
e of errors on the 
hannel by meansof the model presented in Se
tion 5. We start by setting e, the probabilitythat a slots holds an error, equal to 1=50; 1=100 and 1=250. It is hard tostate whether su
h a value of e is an optimisti
 or pessimisti
 estimate asthe probability of an error depends on the modulation s
heme, the signal-to-noise ratio (SNR), the forward error 
ontrol (FEC), length of a slot andmu
h more [8℄. For a wired 
hannel it is safe to say that e = 1=50 is verypessimisti
. We start by reprodu
ing Figure 2 for e = 0; 1=50; 1=100 and1=250 and S = N = 5. Numeri
al experiments, omitted for brevity, showthat errors have a similar impa
t on the delay for other 
hoi
es of S and N ,with S +N = 10 (a
tually, the impa
t of errors is slightly smaller for largervalues of S).The results are presented in Figure 5, where the 
urves for e = 0 whereobtained with the model in Se
tion 4. A �rst, obvious, observation is that
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e = 0Figure 5: Delay distribution for T = 10; S = N = 5 and e =0; 1=250; 1=100; 1=50 , Left: Poisson arrivals (� = 2), Right: D-BMAP ar-rivals (M = 6, m = 5, �+ = �� = 1=5 and � su
h that the arrival rate� = 2).
the delay in
reases with in
reasing e. Moreover, the results show that thein
rease for Poisson arrivals is less 
ompared to D-BMAP arrivals. Thus,models that study the impa
t of errors using Poisson arrivals are, from apra
ti
al point of view, somewhat optimisti
. Therefore, we use D-BMAParrivals for our remaining experiments. Finally, although the impa
t on thedelay distribution is small for e = 1=100 or smaller, errors 
an seriouslyin
rease the delay for higher error rates (for e = 1=20 the delays are morethan three times as high 
ompared to e = 0). Therefore, if the modulations
heme, error 
odes, signal-to-noise ratio, ... 
annot guarantee an error ratee less than 1=5T , the performan
e of FS-ALOHA might degrade drasti
ally.This rule is 
on�rmed by Figure 6, where we study FS-ALOHA for T = 5and 15. For T = 15 the Markov 
hain be
omes transient for e � 1=20(a
tually, the 
hain be
omes unstable for e somewhere in between 1=20 and1=21). For Poisson arrivals and T = 15 we get instability for e � 1=19, thusthe instability is only slightly in
uen
ed by the arrival pro
ess and is mainlydetermined by the error rate.These observations further indi
ate that the use of multiple instan
es ofFS-ALOHA, ea
h with a small value of T , is not only better in terms of thesu�ered delay, but also improves the sensitivity of the algorithm to errors.As a result, we strongly support the use of multiple instan
es for wirelessnetworks, i.e., networks with high error rates.
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Figure 6: Delay distribution for D-BMAP arrivals (M = 6, m = 5, �+ =�� = 1=5 and � su
h that the arrival rate � = 0:2T ), e = 0 to 1=20 , Left:T = 5; S = 2; N = 3, Right: T = 15; S = 8; N = 7.7 Con
lusionsIn this paper we have evaluated the robustness of FS-ALOHA, a randoma

ess algorithm, by means of an GI/M/1 Type Markov 
hain. The robust-ness was investigated by relaxing prior assumptions [3℄ made on the arrivalpro
ess, that is, dis
rete time bat
h Markovian arrivals were 
onsidered asopposed to Poisson arrivals. Moreover, memoryless errors were also added tothe 
hannel. Using the analyti
al model, it is 
on
luded that FS-ALOHA, ingeneral, performs well under 
orrelated and bursty arrivals and memorylesserrors. However, error rates above 1=5T , were T is a proto
ol parameter, 
anseriously in
rease the delays su�ered on the 
ontention 
hannel and mighteven make the system unstable at moderate arrival rates. It should be men-tioned that FS-ALOHA++ [2℄ might, to some extent, improve the stability ofFS-ALOHA on a 
hannel with errors, be
ause FS-ALOHA++ servi
es mul-tiple TSs simultaneously, thereby redu
ing the penalty introdu
ed by emptytransmission sets. This and many other properties of FS-ALOHA++ arereported in [10℄, where we also use matrix analyti
 methods to obtain theperforman
e measures of interest. Finally, it is 
on
luded that implementingmultiple instan
es of FS-ALOHA 
an signi�
antly improve the delays and therobustness of the algorithm and is therefore advisible for wireless 
hannelswith high error rates.A
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